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Miller (2015a)

"[H]iring could become faster and less expensive, and […] lead recruiters 
to more highly skilled people who are better matches for their companies. 
Another potential result: a more diverse workplace. The software relies on 
data to surface candidates from a wide variety of places and match their 
skills to the job requirements, free of human biases."





Miller (2015b)

"But software is not free of human influence. Algorithms are written and 
maintained by people, and machine learning algorithms adjust what they 
do based on people’s behavior. As a result […] algorithms can reinforce 
human prejudices."







Bias as a technical matter

• Selection, sampling, reporting bias

• Bias of an estimator

• Inductive bias

• Of course, these raise ethical issues, too



Isn’t discrimination the very point
of machine learning?

• Unjustified basis for differentiation

• Practical irrelevance

• Moral irrelevance



Discrimination is not a general concept

• It is domain specific
• Concerned with important opportunities that affect people’s life chances

• It is feature specific
• Concerned with socially salient qualities that have served as the basis for 

unjustified and systematically adverse treatment in the past



Regulated domains

• Credit (Equal Credit Opportunity Act)

• Education (Civil Rights Act of 1964; Education Amendments of 1972)

• Employment (Civil Rights Act of 1964)

• Housing (Fair Housing Act)

• ‘Public Accommodation’ (Civil Rights Act of 1964)

• Extends to marketing and advertising; not limited to final decision

• This list sets aside complex web of laws that regulates the 
government



Legally recognized ‘protected classes’

Race (Civil Rights Act of 1964); Color (Civil Rights Act of 1964); Sex (Equal 
Pay Act of 1963; Civil Rights Act of 1964); Religion (Civil Rights Act of 
1964);National origin (Civil Rights Act of 1964); Citizenship (Immigration 
Reform and Control Act); Age (Age Discrimination in Employment Act of 
1967);Pregnancy (Pregnancy Discrimination Act); Familial status (Civil 
Rights Act of 1968); Disability status (Rehabilitation Act of 1973; 
Americans with Disabilities Act of 1990); Veteran status (Vietnam Era 
Veterans' Readjustment Assistance Act of 1974; Uniformed Services 
Employment and Reemployment Rights Act); Genetic 
information (Genetic Information Nondiscrimination Act)



Discrimination law: two doctrines

Disparate Treatment

Formal

or

Intentional

Disparate Impact

Unjustified

or

Avoidable



Discrimination law: two doctrines

Disparate Treatment

Formal

or

Intentional

Equality of opportunity

Disparate Impact

Unjustified

or

Avoidable

Minimized inequality of outcome



Accounting for the optimism



The incidence and persistence of discrimination

• Callback rate 50% higher for applicants with white names than 
equally qualified applicants with black names
• Bertrand, Mullainathan (2004)

• No change in the degree of discrimination experienced by black job 
applicants over the past 25 years
• Quillian, Pager, Hexel, Midtbøen (2017)

• Formal procedures can limit opportunities to exercise prejudicial 
discretion or fall victim to implicit bias



Machine learning as the pinnacle
of formal decision-making?

• Only what the data supports?

• Withhold protected features?

• Automate decision-making, thereby limiting discretion?



How machines learn to discriminate



How machines learn to discriminate

Skewed sample

Tainted examples

Limited features

Sample size disparity

Proxies

Barocas, Selbst (2016)



Skewed sample

• Police records measure “some complex interaction between 
criminality, policing strategy, and community-policing relations”
• Lum, Isaac (2016)



Skewed sample: feedback loop

• Future observations of crime confirm predictions

• Fewer opportunities to observe crime that contradicts predictions

• Initial bias may compound over time



Tainted examples

• Learn to predict hiring decisions

• Learn to predict who will succeed on the job (e.g., annual review 
score)

• Learn to predict how employees will score on objective measure (e.g., 
sales)



Limited features

• Features may be less informative or less reliably collected for certain 
parts of the population

• A feature set that supports accurate predictions for the majority group 
may not for a minority group

• Different models with the same reported accuracy can have a very 
different distribution of error across population



Sample size disparity
Hardt (2014)



Proxies

• In many cases, making accurate predictions will mean considering 
features that are correlated with class membership

• With sufficiently rich data, class memberships will be unavoidably 
encoded across other features



How machines learn to discriminate

Skewed sample

Tainted examples

Limited features

Sample size disparity

Proxies

Barocas and Selbst (2016)



Three different problems

Discovering unobserved differences in performance
Skewed sample

Tainted examples

Coping with observed differences in performance
Limited features

Sample size disparity

Understanding the causes of disparities in predicted outcome
Proxies



From allocation to representation



Sweeney (2013)



Allocation

Criminal Justice

Employment

Credit

Housing

…



Representation

Representations of black criminality

Racial stereotype

Prospects in the labor market



Representation

Representations of black criminality

Racial stereotype



The problem with bias

Allocation

Immediate

Easily quantifiable

Discrete
Transactional

Representation

Long term

Difficult to formalize

Diffuse
Cultural



Buolamwini and Gebru (2018)



Elers (2014)



Kay, Matuszek, Munson (2015)



Caliskan, Bryson, Narayanan (2017)



Potential responses



Do nothing

Reflects reality; if anything, exposes bias

You should know about the persistence of bias in the world and do something 
about it. Intervening denies people the opportunity to know about it and 

therefore do anything about it.



Improve accuracy

More data; higher quality data; better learning methods

Bias is an instance of error. You should solve it by continuing to improve 
accuracy. 



Blacklist

Manually remove problematic labels; rely on users to identify troubling 
cases

You can solve problems by crowdsourcing the identification of bias and 
responding to it manually. 



Scrub to neutral

Attempt to break or remove the problematic associations

You can achieve neutrality by severing biased associations; we can devise a 
method for preserving acceptable associations and removing unacceptable 

ones.



Representativeness

Bring in line with current reality; representations that are statistically 
representative

You should make representations adhere to true distributions in society.



Equal representation

Represent groups in equal proportion

You should present distributions as you would like them to be. 



Awareness

Warn users that representations might reflect unfortunate dynamics in 
society

Humans will always have implicit biases but these can be overcome by making 
them aware. You should apply “warning labels” that prompt reflection on the 

implicit bias of algorithms. 
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